
Data Mining Based Classifiers for Credit Risk
Analysis
Armend Salihu
South East European University, North Macedonia
ar.salihu@gmail.com

Visar Shehu
South East European University, North Macedonia
v.shehu@seeu.edu.mk

In order to pay back the principal borrowed from the depositary bank,
the interest collected by principal creditors will be collected. In this pa-
per, we have presented the main classifiers which are used in credit evalua-
tion. From the research, we have noticed that there are some classifiers who
find application in the credit allocation decision. Credit risk assessment is
becoming a critical field of financial risk management. Many approaches
are used for the credit risk evaluation of client data sets. The evaluation
of credit risk data sets leads to an option of cancelling the loan or refus-
ing the request of the borrower, which requires a detailed examination of
the data set or of the customer’s data. This paper discusses various auto-
matic methods of credit risk analysis used for the estimation of credit risk.
The data mining method was defined with the emphasis on different algo-
rithms, such as neural network, and as themost widely employed approach
for credit risk analysis.
Key Words: banking loan analysis, classifiers, credit risk analysis, machine
learning, data mining
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Introduction
One of the most important and crucial procedures for banks is the loan
allocationmechanism for approving requests for loans. This vital process
consists of the compilation, review, and final credit evaluation of the dif-
ferent factors used to determine credit applications from sources such as
credit application forms, interbank data exchange, credit office informa-
tion, and the relevant in-bank information (Brown and Zehnder 2007).
In the conventional assessment approach, banks accept or decline ap-

plications from commercial and/or retail customers, typically discre-
tionary judgments of credit allocation specialists. The ‘credit scoring
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technique’ or more generally referred to as the ‘Scorecard’ is also an ap-
proach for evaluating requests for loans. The scorecards would estimate
the probability that the borrower will repay the credit he/she requested
and address the issue of whether or not the loan fails at any time. An
application scorecard is generated in terms of credit risk based on pre-
vious statistics, by classifying it as either good or bad. Applications for
past loans are analyzed to classify characteristics that have a substantial
effect on the discrimination of good and bad credit risk applications (An-
derson 2007). The advantages of using credit allocation scorecards can
be summarized as better decisions, quicker and easier, more logical loan
choices, observable risk management and decreased transaction costs.
Data mining is a major area of research, aiming at the collection and

analysis of large amounts of data with machine learning. Data mining is
currently popular in the banking sector, as there are successful analyt-
ical techniques for identifying knowledge related to credit scores. The
primary goal is to exploit a huge amount of information available in
databases to make key decisions (Hamid and Ahmed 2016; Sudhakar and
Reddy 2014).
Decision making is an important element in the selection of lenders

with a lot of information and experience. Identifying less risky borrowers
is key to good credit scores. The financial sector is not only unpredictable,
but it is also very competitive (Altman 1968). The possibility of failure to
provide the desired results is significant for lenders, and lendersmust take
adequatemeasures to remedy the situation andmitigate the risks in order
to obtain favorable debt payment (Akkoc 2012). The selection procedure
for lenders can contribute to the identification of good lenders who have
the willingness and capacity to repay debt during the fixed payback pe-
riod. Any of the credit scores approaches currently in operation are criti-
cized for failing to address the lender’s ability to repay the debt at reduced
risk within a specified time (Chen et al. 2012).
The debtor is obliged to pay the principal and additional interest if a

loan has been issued by a bank or a financial institution. The most sig-
nificant factor is the amount borrowed and the interest rate of the bank.
Loans are typically secured or not secured. A loan secured requires a loan
obligation for an estate, such as a car, home, etc. If the borrower makes
an error or fails to repay the loan, the lender is entitled to the estate. The
unsecured credit option is not preferred, nor is it common. If the credi-
tor fails to repay the unsecured loan, the lender has no right to withdraw
anything.
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When a customer loan is accepted, the bank first reviews the customer
profile and documents. Each bank has a credit score for each customer,
represented as numbers based on the borrower’s credit file (Chopde et al.
2012). Credit scoring is a compilation of a variety of functions, mecha-
nisms, and requests which must be considered in full (Hájek 2011). Ac-
cordingly, credit funding decisions in such situations are challenging and
complex (Malhotra andMalhotra 2003). Systems are therefore important
to describe such complex scenarios. The findings show that the imple-
mentation of certain decision-making parameters will make it easier to
answer these questions (Louzada, Ara, and Fernandes 2016). Somemod-
els such as furrowed logic, deep neural networks, and decision tree mod-
els specifically consider and identify the underlying connections, such
as operational risks. Additional techniques such as fuzzy sets or com-
putational models are increasingly being used in credit score, alongside
the multi-criterion approaches. These instruments were included in the
decision-making of the lender to deal with the financial risk aspects. The
ability of these instruments to resolve ambiguity makes it possible for the
lender to address the issues in a manner not protected by traditional ap-
proaches (Zurada 2010). This method is referred to as a loan assessment
that takes time but is typically a binary decision resulting in approval or
refusal. The credit process fails under the circumstances that are at the
core of the bank. The two main reasons for the need for an expert sup-
port system are the absence of accurate methods of measuring the lack
of public credit risk system and credit risk in many banks (Sudhakar and
Reddy 2014).
There are many risks associated with bank loans, for the bank and for

those who get loans. The risk assessment of bank loans should be under-
stood as the nature of the risk (Sudhakar and Reddy 2014). Credit risk is
the risk that the loan will not be repaid on time or at all; liquidity risk is
the risk that too many deposits will be withdrawn too soon, leaving the
bank short of immediate cash; and interest rate risk, the risk that inter-
est rates on bank loans will be too low to earn the bank significant funds
(Hamid and Ahmed 2016).
In ranking candidates in both good and bad grades, the banking sys-

tem tests the reliability of the data sets. Applicants in the good groups are
more likely to repay the cashback to the bank. Applicants in the bad class
seem unable to return cash to the bank and are thus defaulting on loans.
Various forms of credit risk management approaches are used to mini-
mize the defaulter rate of credit data (Bask et al. 2011). Even with a slight
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improvement in the accuracy of the loan assessment,major lossesmay of-
ten beminimized. The benefits of a reliable credit risk dataset are that the
cost of credit ratings is minimized, excellent decision-making takes less
time, and the risk of borrowing is avoided. Since credit risk assessment
plays a key role in the banking sector and is very important and a major
challenge facing banks, the correct classification of credit information in
order to avoid economic losses plays a significant role. The decreased de-
fault rate in the non-reliable credit risk data set gives inspiration to this
sector (Pandey et al. 2013).
In the following, in the second chapter are presented algorithms for

credit risk analysis, divided in categories: Classification Algorithms,
Grouping Algorithms, Neural Networks and The combinations of Clas-
sifiers. In the third part is presented the utilization of data mining algo-
rithms for credit risk analysis also divided in categories like the second
chapter. In the fourth part are presented Discussion, Implication, and
Conclusion.

Algorithms for Credit Risk Analysis
For the better and more reliably analyzed credit risk, different kinds of
methods are used for the evaluation of credit datasets.

classification algorithms
Bayesian Classifier. The Bayesian network is referred to as the belief net-
work. Bayesian is an acyclic direct graphic or Directed Acyclic Graph sta-
tistical model (Pandey et al. 2013). Each graph node displays a random
variable in which the edges reflect the respective variable’s functions. This
is based upon the presupposition that the decision problem is formulated
in probability terms, and that all applicable probability values are gener-
ated by the decision theory.
The Bayesian model is one of the most common test methods used

in data mining. Coined by Thomas Bayes (1763) and complemented
by Pierre-Simon Laplace (1812) in a paper published two years after his
death:

P(h|d) = p(D|h)P(h)
P(D)

, (1)

where P(h) is the prior probability of hypothesis h-prior, P(D) is the
prior probability of training data D-evidence, P(D|h) is the probability
of D given h-likelihood, and P(h|D) the is the probability of h given D-
posterior probability.
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Naíve-Bayes Classifier. It is a simple probabilistic classification based on
Bayes theorem. This classification is called naive because it assumes that
one class is independent (Pandey et al. 2013;Huang,Chen, andHsu 2004).
Another important classification variable is necessary for the Naïve Bayes
Classifier, a small number of data to calculate parameters such as mean
and variance.
There are several types of Naíve Bayes Classifiers:

• Multinomial Naíve Bayes is primarily used for issues with document
classification, i.e. whether a document is a sport, political, technical
etc. category. The features/predictors used by the classifier are the
frequency of the terms present in the text.

• Bernoulli Naíve Bayes is similar to the naive multinomial bayes, but
Boolean variables are the predictors. The parameters used to predict
the class variable only take value Yes orNowhether a word is present
in the text or not.

• Gaussian Naíve BayesWhen the predictors are continuous and non-
discrete, it is concluded that the values from the Gaussian distribu-
tion are being sampled.

Bayesian Belief Network. The chain rule states that a Bayesian Network
represents the general distribution of all variables represented by the Di-
rected Acyclic Graph. For each node of the network, it is possible to mea-
sure the margins and conditions of probabilities.
A Bayesian Network consists of stochastic nodes that are either un-

known, unknown or latent variables, which can be observed. In the first
case, the distribution of the node is indicated by the distribution of the
observation error or the distribution of data, while in the other case pre-
dispositions for the nodes are defined. Each node has a subset of the
other nodes that affect the respective distribution. The Bayesian networks
have their relationships to decide the nodes and the network is a directed
acyclic graph. A node relies only on its nodes of the ‘parent.’ Bayesian
networks therefore have a local property in Markov. Because of its par-
ent, each node is dependent on other nodes.

Decision Tree. TheDecisionTree is amodel formapping the comment on
a branch element to achieve a target in leaves. This is one of the supervised
techniques best monitored. This learning method marks each internal
node or non-leaf node with an input function. A class or probabilistic
class distribution is available to each leaf node in the tree (Bask et al. 2011;
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Curran andOrr 2011). The branches between the nodes indicate potential
values in these characters, while the terminal nodes indicate the ultimate
value of the factors to be observed (Wang, Wang, and Lai 2005).

Binary Decision Trees. Non-linear multi-stage classifier are binary de-
cision trees. This classification scheme functions until the right class is
identified by sequentially rejecting classes. The feature area is divided
into regions that fit the various groups. When large numbers of classes
are provided this classification system will be highly useful. The tree is
searched sequentially and a decision is taken on the form xi ≤ α, with xi
being a function of the axis, and α being a threshold value, in each node.
This processing scheme is an important part of many tree-based vector-
quantification algorithms. The processing scheme is a key component of
the measurement period

Fuzzy Decision Tree. Fuzzy decision tree is one of the most common data
mining and machine learning algorithms. The decision tree is called a
tree structure classifier, where each node is either a leaf indicating the tar-
get value attribute (class) or a decision which specifies for each potential
result one branch and sub-tree (Wang, Yeung, and Tsang 2001).

Support Vector Machine (svm). The support vector machine is another
supervised learning method testing data with a corresponding learning
algorithm for classification and regression. svm constructs a high- or
infinite-dimensional plane or set of hyper-planes that can be used for
classification, regression and other tasks (Chorowski, Wang, and Zurada
2014). svm was first introduced by Vapnik in 1995 for machine learning
and proven its usefulness in several fields. A good distance from the clos-
est training information point (functional margin) accomplishes a good
separation (Danenas and Grasva 2015). The greater the margin, the lower
the classificationmistake (Huang, Chen, andHsu 2004). svm is useful in
text and hypertexts, as its implementation can substantially reduce induc-
tive and transductive requirements for labeled training instances (Hearst
et al. 2008). The svm can also be used to classify pictures. Many ex-
perimental results indicate that svm is more reliable than conventional
query refinement (Hui andYang 2011). svm canbe used to identify hand-
written characters.
The decision function f (x) is given by:
f (x) = sgn(w, x + b). (2)

To compute optimal hyper-plane the optimized problem is to be solved;
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minimization 1 ÷ 2||w2||, subject to: yi = ((w.xi) + b − 1) ≥ 0. The margin
of hyper-plane =2 ÷ ||w|| equivalent optimization is:

l∑
i=1

yiαi = 0. (3)

grouping algorithms
K-Nearest Neighbor (knn) is the non-parametric regression and classi-
fication method. This involves a favorable and unfavorable package of
preparation. It is also called the lazy algorithm. It does not use any data
point for generalization (Islam,Wu, andAhmadi 2007). This ensures that
the training stage is really quick and all knowledge is stored. All training
data are required during the test process. A measured distance is used to
assess the size of a training data collection (Huang, Chen, and Siew 2006).
For the valued entrance variable, the most common Euclidian distance is
used.
Euclidean distance is calculated as:

d(x, y) =

√√ n∑
i=1
(xi − yi)2. (4)

However, other distance or resemblance metrics such as Minkowski Dis-
tance, Jaccard, SimpleMatching Coefficient, Cosine Similarity etc. can be
used depending on the data collection.
With knn regression, a median or average of most similar K cases is

used to forecast. In the majority of comparable cases where knn is used
for classification, knn may be computed as a class at the highest fre-
quency. It is expected that each case will vote for its party and the group
that has the largest number of votes.
The classifier determines the K points in the data nearest to x0, given

that the positive integer K and a test observation are carried out. Thus
if K is 5, five observations nearest to observation x0 are identified. Usu-
ally these points are shown by N0. The knn classifier then calculates the
conditional likelihood for class j as a fraction of the observation points in
N0. This is expressed mathematically by:

Pr(Y = j|X = x0) =
1
K

∑
i∈N0

I(yi = j). (5)

It is no surprise that altering K results vary drastically. If K=1 is mini-
mally restricted, knn models can generate low bias, but high variance.
K=1 is not limited. As the number K increases, the classifier’s flexibility
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is reduced and the decision limit is increasingly linear. These models are
low variance, but highly predictive. Both of these models don’t work par-
ticularly well on a test accuracy basis, so we need to find a model with a
well-balanced varying and bias.

K-Means is an unsupervised learning technique used when information
is given unlabeled. The objective of this algorithm is to find groups with
the number of K groups in the details. According to the specification,
the algorithm assigns one K-group to each data point (Curran and Orr
2011). The K-cluster centroids can be used as low-marked data and labels
for training information. This algorithm displays a number of functional
vectors as an aggregated dataset. The quantity of seed by k selects ran-
domly as a cluster base. Assign the cluster’s closest data point.
K-Means is among the most popular clustering algorithms with its en-

hanced versionK-Medoids. Their drawbacks, however are that before the
algorithm is used the number of K clusters must be known, algorithms
sensitive to surface, noise, and the initial location of the centroids signif-
icantly affects the algorithms outcome. It should be noted that clusters
cannot be used to predict credit rating (or any other prediction). Instead
they are generally used as a pre-processing step for data mining in accor-
dance with a supervised classification algorithm.

neural networks
Artificial Neural Network. An artificial neural network is a group of neu-
ral networks linked to one weighted node (Dhaiya and Singh 2016). Each
node can replicate the neuron of a creature, and the synaptic interactions
between these nodes are the same. The neural network consists of three
layers, the input, hidden layer and output layer, defined as a multi-layer
perception (Olafsson, Li, and Wu 2008). In the mlp, the layer network,
connected as an input unit layer to the hidden unit layer, is connected to
the output unit layer.

Multilayer Perceptron. mlp consists of the input, output and one ormore
hidden layers between them (Chen and Huang 2003). It interconnects
each layer entirely. The processing part is called nodes that function as a
neuron, except for the input layer for each layer. Any node in one layer in
the next layer is connected by weights with another node. Non-linear ac-
tivation is available in many neuron layers. The network will learn from
these layers the relation between input and output vectors. The input
nodes are entered and the result nodes are released. This is referred as
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front propagation only. Interestingly enough, back-propagation is a train-
ing algorithm where the values are forwarded, the error is measured and
replicated back to the previous stages. In other words, forward spreading
is part of the back spreading algorithm, but is performed before the node
signals are propagated again.
Extreme Learning Machine (elm): elm is designed by Huang for

widespread feedback networks with one hidden layer (Chen and Huang
2003). elm randomly selects the hidden node parameter, which can
describe a network as a linear system (Huang and Zhu 2006). elm
tends to meet minimal exercising defects, resulting in effective broader
use and minimum weight requirements. elm is easy to learn and pro-
vides excellent generalization efficiency in many real and artificial ap-
plications (Zhou et al. 2012). elm is a modern and efficient single-layer
feedback network training algorithm. Given N distinct training samples
(xi, ti) ∈ Rn ∗ Rm, (i = 1, 2, . . . ,N), the output of an slfn with N hidden
nodes can be represented by:

Oj =

N∑
i=1
βfi(xi) =

N∑
i=1
βf (xj; ai, bi), j = 1, . . . ,N (6)

where, Oj is the output vector of slfn with respect to input sample
xi.ai = [ai1, ai2, . . . , ain]T and bi are the learning parameter generated
randomly of the jth hidden node that is βi = [βi1, βi2, . . . , βim]T is the
link connecting the jth hidden node and the output node. f (xj; ai, bi) is
the activation function of the original elm.

the combination of classifiers
A group of independently qualified simple classifiers is part of the group
of classifiers. The basic classifiers are chosen to create a classifier. The
new cases are classified collectively by voting and the invisible ones. The
votemay be weighted or not. In amixed classification, the basic classifiers
are combined to achieve greater output than the single classifier. Various
aggregationmethods used to improve the classification accuracy. Like re-
gression, individual trees can be grouped and tuned as ensemble patterns.
Multiple trees are grown simultaneously by using ensemble methods. In-
dividual trees have a high variance but low bias. The variance of the en-
semble system is typically significantly reduced when combining the ex-
pected values of the individual trees.
Bagging, boosting and random forests are the most aggregation meth-

ods (Pandey et al. 2013).
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Combination of classifiers
C = (C1,C2, . . . ,Cn)

Classifier 1 Classifier 2 Classifier 3 Classifier 4

Aggregation of classifiers

Final decision

figure 1 The Mathematical System of Combination of Classifiers

The mathematical system of combination of classifiers: a combination
model of several classifiers in is presented in figure 1.
The C = (C1,C2, . . . ,C3) are a sample of n-dimensional classifiers with

different attributes. The classifiers can be different or same type of classi-
fier with different attributes.

Bagging. The Bagging method was developed in 1996 by Breiman (Hui
and Yang 2011). This is a meta-algorithm for machine learning designed
to improve the reliability and accuracy of machine learning algorithms
used for classification and regression statistics. It contributes to reducing
suit. The bagging is an average type approach. The comparable classifica-
tion is chosen primarily as a simple bagging classification.With bagging,
by separate training sets of the same size and sampling of the training sets
‘with replacement’ can produce distinct decision-making structures (Jain
and Kumar 2007).
Boosting. Boosting is an integration technique, trying to add new

models which succeed when previous models are lacking (Pandey et
al. 2013). Increasing the variance is not the goal. It is ideal for designs
with high biases and low variance. Most of the stimulating algorithms
are a weak classification and add to a high ranking (Huang, Chen, and
Siew 2006). The boosting produces a classification ensemble through the
re-evaluation and cost-function or majority vote of the training data kit.
Random forests: Random forests also use the construction of multi-

ple classification trees based on bootstrapped training samples similar to
bagging. However a random sequence of predictors is picked from the
whole set of predictors for every split in a tree. Usually, the size of the
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random subset is the square root of the number of features. The division
can only be chosen from the randomly selected predictor sub-group. A
new predictor sample is taken on each split, so that the majority of pre-
dictors cannot be taken into account on each split. Thismethod decreases
the association of the individual trees.

Utilization of Data Mining Algorithms for Credit Risk Analysis

classification algorithms

The efficiency of the bank’s credit portfolio is in line with the Bank’s com-
petitiveness and profitability. The efficiency of the bank’s loan rises with
the number of highly credible customers. The key decision support sys-
tem used to test the credit ratings of the applicant is the credit rating.
Therefore, the credit score can be defined as the modelling method of
credit ratings for the applicant (Crook, Edelman, and Thomas 2007).
The credit scoring literature includes different meanings. The statisti-

cal methods are used to direct the choice of a loan that transforms the
related variables of the loan into numeric action (Anderson 2007). Mal-
hotra and Molhotra (2003) have identified them as an analytical model
that has empirically established data from previous applications to pre-
dict applicants’ reputation using the default probability.
The roots of the scoring systems can be traced to the 1930s when some

postal companies started to use an evaluation system to eliminate dif-
ferences between loan analyses. Because of the important responsibility
that credit analysts had to provide military services during the Second
World War, the management of the credit risk was a concern for busi-
nesses operating in the financial sector. Therefore, businesses needed an-
alysts to write down the loans they used. These guidelines were used by
non-experts to help companies enforce their loan decision processes and
to control their expert systems (Thomas, Edelman, and Crook 2002).
The scholarly literature on credit scoring dates back to the 1940s when

Durand published his work outcomes in order to detect credit factors
which significantly affected a good and bad classification of loan applica-
tions based on the concept of loan scoring ‘same characteristics could be
used in separation of the groups within the same group’ (Durand 1941).
Altman (1968) used a biased appraisal methodology by using informa-

tion from companies operating in the United States –manufacturing sec-
tor. He has developed a general accuracymodel in his research to forecast
the company’s failure.
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Since banks supply a wide range of items, the number of credit appli-
cations has greatly increased. The huge demand growth in the banking
sector has led to higher applications for credit scoring. Banks have begun
reviewing almost all use of mortgage loans, credit cards, small business
loans, and domestic loans (Emel, Oral, and Yolalan 2003).
Beaver (1966) submitted a survey to examine potential bankruptcy pre-

dictors. He showed statistically that many loan variables were primarily
used to determine the risk of bankruptcy.
As the early credit ratingmodels for approved applications took note of

only the historical data, the consistency of the rejected applications could
not be known. Feelders (2000) applied accepted and rejected applications
to construct a mixture model and has shown that when rejected applica-
tions are included the performance of the model dramatically improves.
The banks used credit scores for residential mortgages and small busi-

ness loans in the 1980s by doing a good review of credit card application
methods (Thomas, Edelman, and Crook 2002). There have been somany
applications that the conventional approach in which a loan specialist has
reviewed the applications one by one has become economically difficult
to implement. Both credit applicants’ and banks’ willingness in the fairest
time to review applications encouraged banks to use credit scoring in
evaluating credit applications (Lewis 1992).
Banks are concentrating more on conducting many observational ex-

periments to benefit from the already efficiently applied classification
methods. This helps them to distinguish between good and bad credit
applications and build strategies that optimize the benefits of new and
existing customers (Finlay 2010).
The credit score system uses a prior credit record to obtain a quanti-

tative model to determine loan applications for separation of approval or
refusal. Both credit rating applications in the credit rating system are con-
tinuously covered by the credit evaluation criteria. With the credit scor-
ing system, credit decisions can bemade promptly.Moreover, credit scor-
ing maintains improved customer satisfaction due to the brief timeframe
taken to complete the loan request. It can also provide a comprehensive
approach for assessing success (Nisha 2017). One of the best business pre-
dictive applications is the credit score model (Bailey 2004).
There have been many quantitative methods in the literature for credit

scoring. Although these approaches have problems modelling complex
economic systems, they are based on fixed characteristics and statisti-
cal assumptions, several statistical methods exist for the evaluation of

Managing Global Transitions



Data Mining Based Classifiers for Credit Risk Analysis 159

credit risk. Studies comparing statistical methods and methods of ma-
chine learning for assessing credit risk have shown that machine learning
techniques are better than statistical methods (Saberi et al. 2013).
The risk assessment of credit by nature is a problem of classification.

Harris (2013) presents a bilateral classification technique for quantita-
tive assessment of credit risk using Support Vector Machines (svm). The
study applied the svm technique using both large and narrow data when
widths are less than 90 days and narrows over 90 days. The comparison of
the models’ performance showed that the models developed using nar-
row data outperform with broad data. Danenas and Garsva (2012) pre-
sented another research using svm in order to assess svm credit risk in
association with the selection of development parameter.

grouping algorithms
A decision on credit allocation requires a precise decision support sys-
tem since even a slight improvement in accuracy is a huge financial sav-
ing for financial firms. Credit scoring is the most widely used method
that enables lenders to make decisions about credit allocation. The goal
of clusters is to group patterns based on a criterion of similarity (or dis-
similarity) in groups (or clusters). Because it can be easily and quickly
used, K-means is a famous clustering method (Saritha et al. 2010; Gho-
lamiana, Jahanpourb, and Sadatrasoul 2013).

neural networks
Useful research, which showed superior efficiency compared to statistic
loan assessment models conducted by Sousa, Gama, and Brandao (2016)
suggested a fresh dynamic structure for credit risk assessment. The tech-
nique comprises of sequential knowledge through the implementation of
new information that enables the projections to be adjusted with chang-
ing information volumes.
Bekhet and Eletter (2014) have introduced artificial neural network

models for Jordanian corporate banks’ lending decisions. The radial func-
tionmodel was used in the neural networkmodel, rather than the logistic
regression. Although the neural network model is less reliable in general,
the authors have found that the default alternative is more efficient when
recognizing clients.
In Akkoc’s work (2012) which utilizes statistical techniques and neuro-

fuzzy, the adaptive neuro-fuzzy inference system (anfis) is presented as
a model for credit scoring. The efficient use of international bank credit
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card information, linear discrimination analysis, logistical regression and
the artificial neural network have been evaluated against this suggested
model. The overall right classification rate and the expected error cost
were lower with the anfis technique.

the combination of classifiers
The BavarianMethod and two-stage regression trees process (Kao, Chiu,
and Chiu 2012) have developed a template that involves two techniques.
The first step is to build a hierarchical Bayes model for customers that
represent reimbursement choices and credit usage behavior. These pre-
dicted customer performance results are used as an inscription into the
cart algorithm in the second level, as are client credit reports and de-
mographic information.
The results of the cart are used to draw up policy guidelines in order

to decide whether applicants are to grant loans, define loan limits, the
annual performance rate and other levels of bank items. Based on these
findings, the authors conclude that a cardholder’s credit report is themost
explanative of credit scoring and demographic variables are less relevant
as they are less successful in credit score.
Regression is one of the well-known and robust approaches used in the

literature for credit scoring and evaluation. Van-Gool et al. (2012) applied
a logistic regression in the evaluation of applicants’ features and the char-
acteristics of loans and of the branches and credit officers. The applicant
assessed the socio-economic attributes, the loan characteristics and ex-
periences of credit officers in another logistics regression inquiry (Kinda
and Achonu 2012). Dinh and Kleimeier (2007) have used logistic regres-
sion by analyzing credit characteristics, applicant characteristics and con-
nections between the applicants and the bank.
Recent studies have shown that traditional techniques of statistical

analysis and artificial intelligence (ai) typically apply to the choice of
features that can enhance credit risk identification accuracy.
With regard to conventional statistics, current research investigates

factors influencing credit risk to clients, primarily through statistical
methodologies such as multiple bias analysis, multiple logic regression
and the Markov chain. Multiple Discriminant Analysis was suggested
for study by Pinches and Mingo (1973), and McAdams (1980) to inves-
tigate the contributing factors in the credit score. Pishbahar, Ghahre-
manzadeh, and Ainollahi (2015) have examined 779 farmers’ details and
identified key reimbursement effects by using the Nested Logit Model
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(nlm). Karan, Ulucan, and Kaya (2013) analyzed loan appraisal met-
rics by constructing a rational regression model. Afolabi (2010) assessed
some socioeconomic characteristics of 286 smallholder farmers in Nige-
ria through a quantitative assessment methodology. In order to investi-
gate credit-risk factors, Karminsky and Khromova (2016) used Order-
ing Probit Regression, anova and Survival-Duration Models. Bai, Shi,
and Liu (2018) tested their credit qualifications with Fuzzy rough de-
scription technology and the F test method). For the study of customer
credit scores, Zhang and Chi (2018) applied a genetic algorithm. For
credit rating forecasts and yield substantially more dependable predic-
tions, Petropoulos, Chatzis, and Xanthopoulos (2016) proposed a hidden
Markov model. Hwang (2013) compared conventional statistical tech-
niques and the result showed that the most effective models are ordered
logit regression and ordered probit models. Shi, Yang, and Wang (2016)
proposed a new approach bymeans of fluffy cluster analysis to distinguish
the customer’s standard. Shi, Wang, and Qi (2015) combined logistic re-
gression and correlation analysis to extract features. A selection function
also included R cluster analysis and coefficient of variation (Shi, Chen,
and Wang 2016).
In the recent creation of an effective credit scored model for Artificial

Intelligence (ai) technology, researchers have proposed an approach in
hybrid information mining. A neural network, a support vector machine
(svm), genetic algorithm, and other techniques are investigated to test
the credit scoring mechanism, Akkoc (2012) suggested a 3-stage hybrid
credit scoring model of the Adaptive Neuro-Fuzzy Inference Method.
Results have shown that the full value of assets, total liabilities and op-
erating profit margins are necessary in order to ensure the credit risk of
American examples (Huang, Chen, and Hsu 2004). In the credit risk as-
sessment, Kim and Ahn (2012) investigated svm and demonstrated the
further enhancement of svm general efficiency by selecting features. The
genetic algorithmbyHájek (2011) used to choose input parameters. Hájek
(2011) used genetic algorithms to select input variables. Hájek andMicha-
lak (2013) have demonstrated that wrappers have improved the accuracy
of us and European datasets better than filters.
The majority of risk characteristics depend on financial indices or pri-

vate customer data that ignore macroeconomic variables. Second, most
rating systems focus only on consistency in classification, but are not in a
position to recognize key variables influencing customers’ willingness to
make repayments.

Volume 18 · Number 2 · 2020



162 Armend Salihu and Visar Shehu

Conclusion
Risk is an aspect of banking activities which cannot be removed entirely,
but which can be minimized by use of appropriate methods. One of the
key priorities of the banking system is to maintain a sustainable and
sound credit system from the credit application to the loan termination.
Credit risk is closely related to the assessment andmanagement of the ex-
cellence of this process. This is the most significant type of risk for banks.
No reimbursement or reputation measurements should be performed

with care, speed, accuracy and realism in the highly dynamic banking sec-
tor today. This improves credit effectiveness and customer response rates
and allows us to review applications quicker and formore customers. The
banks’ failure to evaluate credit requests means that the use of funds is
inefficient. Where a bank finances a lender believing that the loan is not
risky, but the issue is that there is no reimbursement or a bank does not
lend the credit to an applicant that has no reimbursement problem causes
the bank to lose heavily.
The main aim of the conventional credit assessment methodology is

to give credit only to those customers who pay back the loan. The credit
underwriting experts review the applications. The loan of the borrower is
opened if the application is approved. Thismethod, however, creates con-
sumer discontent, as the subjective judgment of loan underwriting ex-
perts is introduced because of incoherence in the credit decision-making
system and the absence of evaluation of each applicant with equally ob-
jective variables.
Credit applications are analyzed using the decision support system as

a scorecard with different classifiers in the current loan rating system ap-
proach. The strategy seeks to evaluate credit applications that develop
quicker, easier, more effectively and more accurately. The pace of the
method is related to the objective nature of the loan evaluation and the
time taken to make decisions. Predictive intensity and quality depend on
the efficacy and accuracy of the template used in the credit assessment
process.
Various classifier forms are discussed in this paper and various classi-

fication types are discussed. This paper is focused on main classification
algorithms.
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